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We study the dynamics of open quantum many-body systems driven across a critical point by quenching a
parameter of the Hamiltonian at a certain velocity. General scaling laws are derived for the density of excita-
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The scaling laws and their regimes of validity are verified for the XY spin chain locally coupled to bosonic
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I. INTRODUCTION

A series of beautiful experiments on the dynamics of cold
atomic gases1–3 spurred renewed interest in the study of non-
equilibrium quantum many-body systems. On the theoretical
side, these experiments triggered an intense investigation
mostly devoted to the simplest paradigm of nonequilibrium
quantum dynamics; the controlled variation in time of one of
the system parameters �quantum quenches�. In the case of
sudden quenches, where the driving parameter is changed on
a time scale much shorter than the typical time scales of the
system, a number of important issues have been addressed.
We mention, for example, the study of the signatures of uni-
versality in the quench dynamics of quantum critical
systems,4 the presence of thermalization in integrable vs non-
integrable systems,5 as well as the description of generic
nonequilibrium quenches using thermodynamic variables6

and their statistics.7

In this paper we will focus on the opposite case in which
the control parameter is varied adiabatically. This situation
becomes particularly interesting when a quantum critical
point is crossed during the adiabatic evolution. Indeed the
vanishing of the energy gap at the critical point makes the
system unable to follow adiabatically the driving remaining
in its equilibrium/ground state no matter how slow is the
quench. The study of this deviation from the adiabatic dy-
namics is a very important problem in a number of different
branches of physics ranging from the defect formation in the
early universe8,9 to adiabatic quantum computation10 and
quantum annealing.11,12 Depending on the context, the loss of
adiabaticity has been characterized by the excess energy at
the end of the quench, by the density of defects �if the final

state is a fully ordered system�, or by the fidelity of the time
evolved state with respect to the ground state of the Hamil-
tonian at the end of the quench.

The scaling of the density of excitations generated during
the dynamics as a function of the velocity of the quench was
first predicted for a quantum critical system in Refs. 13 and
14. The mechanism behind the generation of excitations/
defects is similar to the so-called Kibble-Zurek �KZ�
mechanism8 first proposed for classical phase transitions.
Following these initial works a number of specific models
were scrutinized15–29 thereby confirming the general picture.

All the studies mentioned previously assumed unitary
Hamiltonian dynamics. When this condition is lifted we face
the problem of understanding the effect of an external envi-
ronment on the adiabatic dynamics of open quantum critical
systems. This issue is of paramount importance in several
contexts, for example, in the case of adiabatic quantum com-
putation, decoherence is a fundamental limiting factor for the
implementation of quantum algorithms. Decoherence is in
turn always present as a result of the unavoidable coupling of
any system to an environment. As a result of this, even the
experimental verification of the KZ scaling in a quantum
critical system at low velocities will sooner or later see the
presence of the thermostat. Despite its importance, the adia-
batic dynamics of open critical systems is a much less stud-
ied problem. The effect of classical and quantum noise acting
uniformly on a quantum Ising chain was considered in Refs.
30 and 31, respectively. Numerical simulations for a model
of local noise on a disordered Ising model were performed in
Ref. 32. Moreover, the effect of a static spin bath locally
coupled to an ordered Ising model is studied in Ref. 33. In a
recent Letter,34 we have addressed the universality of the
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production of defects by generalizing the scaling theory to
open critical system and by formulating a quantum kinetic-
equation approach for the adiabatic dynamics across the
quantum critical region. We found that, at weak coupling and
for not too slow quenches the density of excitations is uni-
versal also in the presence of an external bath. In this paper
we extend the results presented in Ref. 34 and provide a
detailed derivation of the kinetic equations and of the scaling
laws.

The paper is organized as follows. We first derive quali-
tatively the scaling laws obeyed by both the density of de-
fects and of energy generated in a quantum quench across a
generic quantum critical point in the presence of a bath �Sec.
II�. We then address a specific one-dimensional model pos-
sessing a quantum critical point: the XY spin chain in trans-
verse magnetic field. To model the thermal reservoir, the sys-
tem is coupled to a set of bosonic degrees of freedom, as in
the spin-boson model. Baths are chosen with power-law
spectral density and are locally coupled to strings of neigh-
boring spins. The model, a generalization of the one studied
in Ref. 34, is discussed in Sec. III. For this model, we derive
a kinetic equation by means of the Keldysh technique �Sec.
IV� which allows us to compute the density of defects. In
Sec. V we discuss the spectrum of relaxation times needed
for a comparison with the scaling approach. The density of
defects and of excitation generated in a quench, and a com-
parison with the scaling laws is presented in Sec. VI. Finally
in Sec. VII we summarize our conclusions.

II. SCALING ANALYSIS

In this section we discuss the scaling laws obeyed by the
density of excitations34 and by the energy density following a
linear quench of a control parameter h from an initial value
hi to a final one hf, through a second-order quantum critical
point at hc. The system is kept, during the entire dynamics, in
contact with a bath at temperature T. In the h−T plane, the
adiabatic quench is described by the horizontal line shown in
Fig. 1. For adiabatic quenches occurring at zero temperature,
the system stops following the external drive adiabatically
and can be considered as frozen around the quantum critical
point. This happens roughly when the time it takes to reach
and cross the quantum critical point becomes comparable to

the internal time scale �the inverse gap ��h���h−hc�−�z�.
The determination of this crossover point is the fundamental
ingredient determining the scaling of the density of excita-
tions in the case of unitary evolution.13,14 In the case of a
finite temperature quench there is a new important time scale
which enters the problem, the time at which the system en-
ters �and eventually leaves� the quantum critical region �see
Fig. 1�. Initially the system is in equilibrium with the bath at
a low temperature �T���hi�� and the behavior is, to a large
extent, similar to the zero-temperature case. In the quantum
critical region,35 characterized by the crossover temperature
T��h−hc��z, the gap is much smaller than the temperature
itself. One can therefore expect that during the interval the
system spends in the quantum critical region, a number of
excitations will be produced by the presence of the environ-
ment. Interestingly also this contribution to the defect pro-
duction obeys a scaling law.36

We now proceed with the derivation of the scaling laws.
In the rest of the paper we will consider the density E and the
energy density E of excitations, defined, respectively,

E =� ddk

�2��dPk, �1�

E =� ddk

�2��dEkPk, �2�

where Pk is the population of the excitation with quantum
number k, Ek the energy spectrum at hf, and d is the dimen-
sionality of the quantum system.

The first assumption we make consists in separating the
density of excitations/energy at the end of the quench in the
sum of two �coherent and incoherent� contributions

E � Ecoh + Einc, �3�

E � Ecoh + Einc. �4�

In the previous equation, Ecoh �Ecoh� is the density of energy
�excitations� of the system produced coherently in the ab-
sence of the bath; the incoherent contribution Einc �Einc�
arises instead from the bath/system interaction. The separa-
tion of a coherent and an incoherent contribution, Eqs. �3�
and �4�, requires weak coupling � between the system and
the bath. Evidence for the validity of this assumption will be
shown below �see Eqs. �10� and �11��.

In the absence of an environment, the density of excita-
tions was shown to obey the KZ scaling13,14

Ecoh = EKZ � vd�/�z�+1�. �5�

In order to obtain a similar relation for the energy density in
Eq. �30�, additional information on Ek at hf is needed. Thus,
the scaling of this quantity depends on the details of the
system at the end of the quench. A simple scaling law can be
obtained only in specific situations, e.g., for quenches halted
at the critical point hf =hc, where Ek�kz. By using techniques
similar to those employed in Ref. 14 one obtains

FIG. 1. �Color online� A sketch of the finite-temperature cross-
over phase diagram close to the quantum critical point. Crossover
lines T��h−hc��z separating the semiclassical regions from the
quantum critical region are shown. The latter is traversed by the
system during the quench in a time tQC.

PATANÈ et al. PHYSICAL REVIEW B 80, 024302 �2009�

024302-2



Ecoh � v��d+z�/�z�+1�. �6�

Let us now derive a scaling law for the incoherent contribu-
tions Einc and Einc. To this end it is convenient to divide the
quench in three steps �see Fig. 1�. Initially the system is in
the so-called low-temperature region at T��. Here the rela-
tively high-energy gap suppresses thermal excitation and the
system remains in the ground state. Close to the critical
point, the system passes through the quantum critical region;
thermal excitations are unavoidably created because of the
relatively high temperature T��. As we shall see below, the
density of excitations generated in this region is a universal
function of the velocity of the quench and of the temperature
as long as only the low-energy details of the system spectrum
matter. On the contrary, the bath-induced relaxation occur-
ring once the system leaves the quantum critical region, en-
tering the other semiclassical region �T���, depends on the
details of the energy spectrum; hence the relaxation toward
an asymptotic thermal state at temperature T is not expected
to be universal if the final hf is far off the critical point hc. In
our analysis below, we will neglect the effects of this non-
universal relaxation. We are therefore assuming that the time
elapsed between the moment when the critical region is left
and when the quench is stopped �and the measurement of the
density of excitations/energy is made� is short as compared
to the typical relaxation times in the semiclassical region. In
Sec. VI, we will further comment on this point for the spe-
cific case of the quantum XY chain, showing that the sce-
nario just depicted holds for a wide range of hf and v. The
dynamics of the probability Pk of exciting the mode k can be
described, inside the quantum critical region, in terms of a
phenomenological rate equation

d

dt
Pk = −

1

�
�Pk − Pk

th�hc�� , �7�

where Pk
th�hc� is the critical thermal equilibrium distribution

and �−1 is the relaxation rate, �−1��T	. As shown in Sec. V
and in the Appendix, 	 can be related to characteristics of the
bath and to the critical indices of the phase transition �see
Eq. �A5��. From the relation T����h−hc��z we deduce the
time spent inside the quantum critical region as

tQC = 2T1/�zv−1.

A direct integration of Eq. �7� gives, for the thermal
excitation created in the quantum critical region, Pk��1
−e−tQC/��Pk

th�hc�. Finally, integrating the latter over all k
modes we get

Einc � �1 − e−tQC/��� dE Ed/z−1Pk
th�hc� , �8�

where we used the scaling of the excitation energy E�kz. For
the density of energy, a similar relation holds for quenches
halted at the critical point

Einc � �1 − e−tQC/�2���� dE Ed/zPk
th�hc� , �9�

where tQC /2 is due to the fact that in this case only half of
the quantum critical region is crossed. Finally, since the ther-

mal distribution is a function of E /T, a simple change in
variable gives the required results

Einc � �v−1T	+�d�+1/�z�, �10�

Einc � �v−1T	+��d+z��+1/�z�, �11�

valid in the limit T1/�z�v�. Equations �10� and �11� together
with Eqs. �5� and �6� give, through the assumptions Eqs. �3�
and �4�, the general scaling law for the quench dynamics of
open systems. The different scaling of the two contributions
with respect to the velocity v implies that for slow quenches
v
vcross, the incoherent mechanism of excitation dominates
over the coherent one and vice versa for v�vcross. The cross-
over velocity can be deduced by equating Einc�Ecoh and
Einc�Ecoh yielding

vcross
E � ���z+1/��z+d�+1�T	1+��	−1��z/��z+d�+1�
�1+�1/�z��, �12�

vcross
E � ���z+1/��2z+d�+1�T	1+��	−1��z/��2z+d�+1�
�1+�1/�z��. �13�

III. QUANTUM XY MODEL WITH THERMAL
RESERVOIR

The scaling laws derived above will be tested against a
specific model; an XY chain coupled to a set of bosonic
baths. The Hamiltonian of the XY chain is defined as

HS = −
1

2�
j

N �1 + �

2

 j

x
 j+1
x +

1 − �

2

 j

y
 j+1
y + h
 j

z
 . �14�

Here N is the number of sites �
x,y,z are Pauli matrices�. Each
spin is coupled to its neighbors by anisotropic Ising-type
interactions and subject to a transverse magnetic field h �the
couplings are expressed in units of the exchange energy�. In
the thermodynamic limit N→�, a quantum phase transition
at hc=1 separates a paramagnetic phase �h�1� from a fer-
romagnetic phase �h
1� where the Z2 symmetry is sponta-
neously broken and a magnetic order along x� appears, �
x�
�0.

The spin Hamiltonian �14� can be diagonalized by using
the Jordan-Wigner transformation37 to map the spins into
spinless fermions cj, thus obtaining in momentum space

HS = �
k�0

�k
†Ĥk�k

Ĥk = − �cos k + h��̂z + � sin k�̂y , �15�

where �k
†= �ck

† c−k� are Nambu spinors and �̂ are Pauli ma-
trices in Nambu space. Finally, a Bogoliubov rotation diago-
nalizes the Hamiltonian HS=�k�0�k��k

†�k−�−k�−k
† �, where

�k = ��cos k + h�2 + �� sin k�2, �16�

is the quasiparticle energy spectrum. At h=hc the spectrum
becomes gapless with a linear dispersion relation �k��−k;
accordingly, the critical indexes of the model are �=z=1.

The spins are also locally coupled to a set of N / l bosonic
baths
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Hint = −
1

2 �
j=0

N/l−1 ��
r=0

l−1


 jl+r
z 
Xj , �17�

where Xj =�����b�,j
† +b−�,j� and b�,j

† �b�,j� are the creation
�annihilation� operators of the jth bosonic bath. The total
Hamiltonian reads

H = HS + Hint + HB, �18�

where HB=� j,���b�j
† b�j. The spectral density of the baths

J���=����
2���−��� is

J��� = 2��se−�/�c	��� , �19�

where � is the system/bath coupling, �c is a high-energy
cutoff and 	�s� is the step function.38 According to Eq. �17�,
each bath interacts with a string of l adjacent spins �see Fig.
2�. The model presented above generalizes the one consid-
ered in Ref. 34, where the spins were individually coupled
�l=1� to Ohmic baths �s=1�.

Local dissipation is present, for instance, in arrays of Jo-
sephson �or quantum dot� qubits �see Ref. 39 for a proposal
of a Josephson junctions realization of the Ising model�. In
this case fluctuating charged impurities close to the junction
are the major source of decoherence.40 This environment is
local, being, at most, correlated over a small number of qu-
bits. Spin models with on-site dissipation have been consid-
ered in the recent literature in the context of dissipation-
driven quantum phase transitions41 �see also Ref. 42 for a
recent proposal of a cold atom realization of the dissipative
Ising model�.

In momentum space b�,q= 1
�N/l� j=0

N/l−1exp�−iqj�b�,j with q
= 2m�

N/l and after the Jordan-Wigner transformation we get

Hint = −
1

�N
�

k
�

q

F�q��k
†�̂z�k+�q/l�Xq, �20�

where F�q�=1 /�l�r=0
l−1exp�−irq / l�. For l=1, each spin inter-

acts with a different bath and according to Eq. �20� all k
modes are coupled �i.e., transitions k↔k�, ∀k ,k� are in-
duced�. In the opposite case of l=N, �just one bath for the
whole system� no transition between different k is allowed.
In the intermediate case, each mode interacts with the other
modes in an interval of width � / l.

It is important to notice that correlations between baths
over a finite distance would not change, qualitatively, our
picture as long as we focus on the critical properties of the
model. Indeed, near criticality, the divergence of the correla-
tion length makes the details of the bath correlations over
microscopic distances unimportant. For the same reason, as
long as one is interested in the low-T properties of the bath,
the specific value of l is not relevant provided l /N→0 in the
thermodynamic limit. Specifically, for all values of l such
that T� � 1

l �z, the same dissipative dynamics is obtained,

since transitions with large �k �and hence large energy� are
thermally suppressed �we used E�kz at a fixed T�. In this
regime, therefore, the system cannot resolve the microscopic
details of different system-bath couplings �i.e., whether l
=1,2 ,3 , . . .�. In the following, we thus focus on the case l
=1: specific high-temperature and noncritical behaviors for
different l could be easily investigated within the same
scheme considered below. Only if l=N the dynamics of the
system changes qualitatively.

IV. KINETIC EQUATION

In this section we derive a kinetic equation for the Green’s
function of the Jordan-Wigner fermions within the Keldysh
formalism. In terms of this Green’s function, we then calcu-
late both the excitation and the energy densities, Eqs. �1� and
�2�. Our analysis in terms of a kinetic equation will provide
support for the scaling laws obtained above, Eqs. �10� and
�11�, while allowing us to study the nonuniversal dynamics
beyond the limit of applicability of the scaling approach.

The fermionic Keldysh Green’s function is a matrix in
Nambu space defined by

�Gk�t1,t2��i,j � − i�T��ki�t1��kj
† �t2�� , �21�

where � is the Keldysh contour. In the following we neglect
the initial correlations between system and bath.43 Hence �
consists of just a forward and backward branch on the real
time axis.

The starting point of our derivation is the Dyson’s equa-
tion in its integrodifferential form

�i�t1
− Ĥk�t1��Gk�t1,t2� = ��t1 − t2� + �

�

dt̄�k�t1, t̄�Gk�t̄,t2�

�22�

and an analogous one obtained by differentiation with re-
spect t2. Here �k is the self-energy associated to the interac-
tion of the system with the bath. In order to compute the
energy and excitations densities, we need to find the equal-
time statistical Green’s functions. The latter are defined as

�Gk

�t1,t2��i,j � i��k,j

† �t2��k,i�t1�� , �23�

�Gk
��t1,t2��i,j � − i��ki�t1��kj

† �t2�� . �24�

An equation for these correlators can be obtained from Eq.
�22� by using standard techniques.44,45 For the equal-time
Green’s function Gk


�t , t� we obtain

i�tGk

 = �Ĥk,Gk


� + �k
� · Gk


 − �k

 · Gk

� + Gk

 · �k

� − Gk
� · �k


,

�25�

where the dots indicate the convolution

�k
� · Gk


 � �
0

t

dt̄�k
��t, t̄�Gk


�t̄,t� .

In order to proceed with the solution of Eq. �25�, it is now
important to discuss the approximations we make for the
self-energy. Let us first notice that long-time correlations in-

FIG. 2. �Color online� A cartoon of the spins-baths coupling
�Eq. �17�� for l=3, i.e., each bath coupled to three spins.
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duced by the bath may change the universality class of the
transition by renormalizing the low-energy spectrum of the
system.46 We will not consider this case here. Therefore, we
assume that the bosons have a nonzero inverse lifetime �
�T which provides a natural cut-off time for the bath corre-
lation functions. Within this assumption it is now possible to
describe the kinetics of the system using a Markov approxi-
mation together with a self-consistent Born approximation.
The latter is justified for weak system/bath coupling ��
�1� and is represented diagrammatically in Fig. 3�a�. We
will neglect the tadpole diagram 3�b�, which represents just a
small shift in the energy levels.

We now use the interaction picture

G̃k�t1,t2� � Ûk
†�t1�Gk�t1,t2�Ûk�t2� ,

where Ûk�t0 , t� is the evolution operator satisfying i�tÛk

=Ĥk�t�Ûk. It is evident that, within our assumptions, the evo-

lution of G̃k can be considered slow as compared to that of
the bath correlators appearing in the self-energies. Using this
separation of time scales, it is possible to implement the
Markov approximation and transform the general integrodif-
ferential kinetic equation into a simple differential equation.
We then obtain, for the case in which each spin is coupled to
its own bath �l=1�, the kinetic equation

�tGk

 + i�Hk,Gk


� =
1

N
�

q

�z�1 + iGq

�D̂qkGk


 + �zGq

D̂kq

† �1

+ iGk

� + H.c., �26�

where

D̂qk = i�
0

�

ds g��s�Ûq
†�t,t − s��̂zÛk�t,t − s� , �27�

g��t�=−i�Xq�t�Xq�0��. The left-hand side of Eq. �26� repre-
sents the free evolution term, while the right-hand side de-
scribes the scattering between the k modes mediated by the
bath degrees of freedom.

In the eigenbasis of the Hamiltonian Ĥk, the Green’s
function can be parametrized as

− iGk

 = �Pk Ck

Ck
� 1 − Pk


 , �28�

where Pk= ��k
†�k� is the population of the excited mode k

and Ck= ��−k�k� can be regarded as a “coherence” term.47,48

In the static case, where the evolution operator is Ûk=exp�
−iĤkt�, the stationary solution of the kinetic equation �26� is
correctly the thermal equilibrium one: Ck=Ck

th=0 and Pk
=Pk

th= �e�k/kBT+1�−1 �the Fermi function�. Once the solution
of the kinetic equation �26� is obtained, the density of exci-
tations and energy produced during the quench can be ex-
pressed as

E =
1

N
�
k�0

Pk, �29�

E =
1

N
�
k�0

�kPk. �30�

We conclude this section by commenting on a useful ap-

proximation to evaluate numerically the kernel of D̂qk, Eq.

�27�. It consists in approximating the evolution operator Ûk

appearing in D̂qk with Ûk�t , t−s��exp�iĤk�t�s�, thus obtain-
ing

D̂qk � i�
0

�

ds g��s�exp�− iĤk�t�s��̂z exp�iĤk�t�s� .

�31�

This is consistent with the separation of time scales men-
tioned above �Markov approximation�. In fact, if the quench
is slow on the time-scale characteristic of the bath, the cor-
relation function g��s� can be considered as strongly peaked
at s=0. Hence, for the bath dynamics the system can be
considered “frozen” at the instantaneous value of h�t� and,
consistently, its evolution operator is the exponential of the
Hamiltonian.

V. RELAXATION TIME

In order to make further progress in understanding the
quench dynamics of the system, we will first extract from the
kinetic equation the characteristic relaxation time for the
populations of the excitations Pk �see Eq. �28�� as a function
of the magnetic field h and the temperature T. For this pur-
pose, it is sufficient to consider only the diagonal elements of
Eq. �28�. This is equivalent to the so-called “secular approxi-
mation” for the master equation,48 which is valid for weak
couplings ���1 in the present case�. The set of N /2 �only
N /2 modes are independent� nonlinear equations �26� can be
linearized near the thermal equilibrium fixed point in order to
analyze the asymptotic relaxation. With the vector notation
�P= ��P1 ,�P2 , . . . ,�PN/2�tr, where �Pk=Pk−Pk

th, we obtain

FIG. 3. Lowest-order diagrams contributing to the self-
consistent Born approximation: dashed lines correspond to the non-
interacting bath Green’s function g�−i�T�Xq�t1�Xq�t2�� while solid
lines to the interacting system Green function G.
�a� corresponds to �k�t1 , t2�= i

N�qgk−q�t1 , t2��zGq�t1 , t2��z, while
�b� is the polaronic shift contribution �k

��t1 , t2�=
− i

N��t1,t2��z��dt̄g�t1 , t̄��qTr��zGq�t̄ , t̄��
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d

dt
�P = − R · �P , �32�

where nonlinear terms in �Pk have been neglected. The di-
agonal and off-diagonal elements of the N /2�N /2 matrix R
are

Rkk =
2

N
�

q�0,q�k

	Gq
th�1 − cos�	k + 	q��g�− �k − �q� + Gq

th�1

+ cos�	k + 	q��g��k − �q� + Pq
th�1 − cos�	k + 	q��g��k

+ �q� + Pq
th�1 + cos�	k + 	q��g�− �k + �q�


+
2

N
4 sin2 	k�Gk

thg�− 2�k� + Pk
thg�2�k�� , �33�

Rkq =
2

N
	− Gk

th�1 + cos�	k + 	q��g�− �k + �q� + Gq
th�1

− cos�	k + 	q��g�− �k − �q� − Pq
th�1 + cos�	k

+ 	q��g��k − �q� + Pq
th�1 − cos�	k + 	q��g��k + �q�
 ,

�34�

where g�E�=��J�E�−J�−E�� exp��E�
exp��E�−1 is the real part of the

Laplace transform of the bath correlation function �we ne-
glect the imaginary part since it gives a renormalization con-
tribution that is negligible in the weak-coupling limit �→0
�Ref. 48��, Gk

th is the thermal equilibrium value of the popu-
lation of the ground state of mode k, Gk

th=1−Pk
th, and

	k = arccos −
�cos k + h�

�k
. �35�

The eigenvalues of R, 	�i
, are the characteristic relaxation
rates of the long-time dynamics. Hence, the solution of Eq.
�32� for each population would be a linear combination con-
taining all the characteristic relaxation times

�Pk = �
j

rkje
−�jt.

At long times t� �minj � j�−1��, all modes relax with the
same relaxation time �. In the following, we first analyze the
longest relaxation time �, extending the results presented in
Ref. 34; we then study the structure of the entire spectrum of
relaxation times.

In Fig. 4 we show the general behavior of � in the finite-
temperature phase diagram, calculated by numerically diago-
nalizing the matrix R. As T→0, � diverges and close to the
critical point, two different behaviors are found in the semi-
classical regions and in the quantum critical region �see also
Fig. 1�

�−1 � �T1+s T � �

e−�/T T � �
� . �36�

These relations extend the results obtained for the relaxation
rate in Ref. 34 to the generic case of non-Ohmic baths and
give the exponent 	 as 	=1+s.

An analytic expression for the power-law scaling inside
the quantum critical region can be obtained by approximat-

ing the smallest eigenvalue of R with the smallest diagonal
element. This is justified by the fact that the off-diagonal
elements are of the order O�1 /N� �see Eq. �34��. For h=hc
=1, considering the gapless mode k=�, we have from Eq.
�33� in the continuum limit

�diag
−1 � R�� =

2

�
�

0

�

dq�Gq
thg�− �q� + Pq

thg��q��

= 4��
0

�

dq
�q

s

sinh��q/T�
� 8��1 − 2−1−s���1 + s���1 + s�

���/T�−1−s, �37�

where � and � are the Gamma and the zeta functions, and we
used the critical dispersion relation �q����−q� obtained by
linearizing Eq. �16� around the gapless point k=� �we ex-
tended the integration to −� since at low temperature only
the low-energy modes contribute to the integral�. Figure 5
demonstrates that the analytical expression in Eq. �37� agrees
very well with the numerical solution �obtained by diagonal-
izing R� especially at low temperature.

As we have shown in Fig. 5, inside the quantum critical
region the exponent 	 is universal within the range of aniso-
tropy 0
��1 where the system belongs to the Ising univer-
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FIG. 4. �Color online� Relaxation rate 1 /� as a function of T and
h for N=400 �here �=1, and s=1�.
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FIG. 5. �Color online� Relaxation rate 1 /� as a function of T
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=0.3, 0.5, and 1 �from top to bottom� and h=1, s=1.
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sality class. This suggests a relation between 	 and the criti-
cal indexes of the quantum phase transition. Indeed, it can be
shown, within the Fermi golden rule �see Appendix�, that for
a generic system coupled to a bosonic bath, the following
expression holds inside the quantum critical region:

�−1 � Ts+d/z. �38�

An important feature of the relaxation dynamics can be ex-
tracted by analyzing the spectrum of the eigenvalues 	� j
 of
R. We find that in the semiclassical regions T�� the small-
est eigenvalue of R is separated from the rest of the spec-
trum by a gap �even in the N→� limit�. On the contrary,
inside the quantum critical region, such eigenvalue merges
with the rest of the spectrum. This can be quantified by the
relative gap in the spectrum of relaxation times that is iden-
tified by ��2

−1−�1
−1� /�1

−1, �1,2 being the lowest eigenvalues of
R �see Fig. 6�. This result indicates that while the exponen-
tial divergence of the relaxation time ��exp	� /T
 in the
semiclassical regions is due to an isolated eigenvalue, the
long-time behavior in the quantum critical region is, instead,
built up by a continuum of eigenvalues contributing to the
�−1�Ts+1 scaling.

VI. ADIABATIC QUENCHES

Equipped with the kinetic equation and the knowledge of
the scaling of the relaxation times, we now analyze the
quench dynamics of the model in Eq. �18� by numerically
solving the kinetic equation �26�. The system is initialized at
hi�hc in equilibrium with the bath at a fixed temperature
T���hi� and the transverse field is then ramped linearly
h�t�=hi−vt down to a final value hf �the bath temperature is
kept fixed�.

In Fig. 7 we plot the density of excitations as a function of
the quench velocity for different system sizes �a similar be-
havior is obtained for the density of energy�. Additionally,
we considered separately the coherent �Ecoh� and incoherent
contribution �Einc� to the final density of excitations. The first
one is obtained by integrating the kinetic equation for �=0,
i.e., no coupling with the bath. The incoherent term is due to

thermal excitations created by the bath and is obtained by
integrating the kinetic equation ignoring the unitary evolu-

tion term i�Ĥk , Ĝk

� responsible for the coherent excitation

process.
In order to understand the two excitation mechanisms we

analyze directly the dynamics of the populations Pk. From
the results shown in Fig. 8 �left�, it emerges that excitations
are generated close to the critical point and, subsequently,

0.85 0.90 0.95 1.00 1.05 1.10 1.15

0.02

0.04

0.06

0.08

0.10

0.12

0.14

0
0.

5
1

FIG. 6. �Color online� Ising model ��=1� with Ohmic baths
�s=1�. Relative gap between the two longest relaxation times
��2

−1−�1
−1� /�1

−1 ��1,2 being the two lowest eigenvalues of R� as a
function of T and h; crossover lines T=�= �h−1� are plotted for
comparison.
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FIG. 7. �Color online� Density of excitation E �circles� versus
quench velocity for different system sizes N=26, 50, 100, 200, 400,
and 800 from bottom to top, according to the arrow; the points
corresponding to N=800 and N=400 are indistinguishable. Param-
eters are set to �=0.01, T=0.1 �=1 and s=1 and the quench is
halted at hf =0.8. Dotted line is the coherent contribution Ecoh ob-
tained for �=0 and stars represent the incoherent contribution Einc

due to thermal excitation �see text�; both curves are relative to N
=800; for Einc the same curve is obtained already at N�30.
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FIG. 8. �Color online� Populations of the excited states Pk for
N=400, v=0.0017, and the same parameter values of Fig. 7. Left:
dynamics of two low-energy modes k1�� �solid line� and k2

�0.9� �dashed line� as a function of h�t� obtained by solving the
kinetic equation �instantaneous thermal equilibrium values are plot-
ted for reference as dotted lines�. The inset shows the energy levels
near the critical point and the scale of temperature; marked levels
refer to k1 and k2. The energy gap closes at k=�. Right: distribution
of Pk as a function of k at h�t�=1. Stars represent the excitations
created incoherently and triangles represent the excitations pro-
duced coherently when there is no coupling to the bath. The two
excitation mechanisms act on different energy scales: the lowest
energy modes are coherently populated, the highest ones thermally
excited.

ADIABATIC DYNAMICS OF A QUANTUM CRITICAL… PHYSICAL REVIEW B 80, 024302 �2009�

024302-7



relaxed out by the bath when the system is driven in the
semiclassical region �T���. The density of excitation gen-
erated is the sum of the incoherent and coherent contribution,
thus proving the validity of the Ansatz �Eqs. �3� and �4�� �see
Fig. 8 �right��.

For the XY model, the integration of Eqs. �8� and �9� can
be performed explicitly by using the critical spectrum �k
����−k�. We obtain

Einc =
log 2

2��
T�1 − e−2T/��v�� , �39�

Einc =
�

24�
T2�1 − e−T/��v�� , �40�

where the latter holds for quenches halted at hf =hc. In the
previous formulas, the expression derived for � in Eq. �37�
can be used to get a fully analytical expression. Expanding
the exponentials in Eqs. �39� and �40�, we obtain

Einc �
8 log 2

�
��s���−2−sv−1T3+s, �41�

Einc �
�

3
��s���−2−sv−1T4+s, �42�

where ��s�= �1−2−1−s���1+s���1+s�. The previous relations
are consistent with Eqs. �10� and �11� with 	=1+s �see Eq.
�38��.

In Fig. 9 the density of excitations and energy obtained
from the solution of kinetic equation is compared with the
scaling law derived in Sec. II using the specific expressions,
Eqs. �39� and �40�, derived above for the XY model. The
scaling laws are found to be in good agreement with the
numerical data. The results shown in Fig. 10 further confirm
the scaling as a function of the temperature and the relations
�12� and �13� for the crossover velocity.

Finally, we comment on the role in the final value of
magnetic field hf at which the quench is halted. The agree-
ment with the scaling Ansatz becomes worse for decreasing
hf �see Fig. 11�. This is due to the noncritical relaxation
induced by the bath when the system crosses the semiclassi-
cal region after the critical point �see Fig. 1 and Fig. 8 left�.
At low v the time spent therein at a relative low temperature
T�� is so long that the bath is able to relax the excitations
created close to the critical point.
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FIG. 9. �Color online� Density of energy �lowest panel� and of
excitations versus quench velocity v for hf =0.8 and 1. Parameters
are set to �=0.7, s=1.5, �=0.01, and T=0.15 or 0.1 �upper and
lower curves of each panel�. Circles are obtained by solving the
kinetic equation; dotted lines are the coherent contributions Ecoh and
Ecoh evaluated by solving the kinetic equation for �=0; a fit gives
correctly Ecoh��v and Ecoh�v, consistently with the KZ scaling
law for excitations �Eq. �5�� and the modified scaling we derived for
the energy density �Eq. �6��. Solid and dashed lines are Eqs. �3� and
�4� using for the incoherent contributions the expressions �39� and
�40� and their linearized forms Eq. �41� and Eq. �42�, respectively.

0.04 0.2

10
-4

10
-2

0.04 0.2
10

-6

10
-4

10
-2

hf=0.8

hf=1

10
-9

10
-6

10
-3

10
-9

10
-6

10
-3

T11/2
T9/2

T3

T11/4

FIG. 10. �Color online� System and bath parameters are fixed as
in Fig. 9. Upper panel: data collapse of vEinc and vEinc as a function
of T obtained from the kinetic equation; data refer to 10−3�v
�10−2 �data relative to hf =1 for Einc are rescaled by a factor 2,
since in this case only half quantum critical region is crossed�.
Lower panel: scaling of vcross is obtained equating Einc=Ecoh and
analogously for E. The fits confirm the scaling predicted by Eqs.
�10� and �11� and Eqs. �12� and �13�, that, for the specific case of
s=1.5 considered, are shown in their corresponding plots.

10
-4

10
-3

10
-3

10-2

hf =0.8

hf =0.6

10
-4

10
-3

10
-3

10-2

hf =0.4

hf =0.2

hf =0

FIG. 11. �Color online� Density of excitations versus quench
velocity v for hf =0.8,0.6,0.4,0.2,0. Parameters are set to �=1, s
=1, �=0.01, and T=0.1. Upper solid line is the scaling law �Eq.
�3�� using the expression �39�. Decreasing the value of hf, the cross-
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VII. CONCLUSIONS

We have studied the dynamics of a quantum critical sys-
tem coupled to a thermal reservoir and subject to an adia-
batic quench across its quantum critical point. We considered
the regime of weak coupling, low temperature and slow
quench velocity.

The bath has two effects on the system: the first one is to
create excitations inside the quantum critical region and the
second to trigger the relaxation of the excitations created
close to the critical point when the system is driven in the
semiclassical region �see Fig. 1�. While the first mechanism
is universal, being entirely ruled by the critical properties of
the low-energy spectrum, the latter depends on the details of
the system far off the critical point. Hence, as far as the
evolution is halted close to the critical point and the noncriti-
cal relaxation mechanism is negligible, universal scaling be-
havior is recovered. We derived scaling laws for the density
of energy produced by the quench at finite temperature ex-
tending the previous results obtained for the density of exci-
tations in Ref. 34.

To check the validity of the scaling laws, we considered
the specific case of the quantum XY model Eq. �14� coupled
locally to a set of bosonic baths, Eq. �17� �see Fig. 2�. In
order to study the dynamics we derived a kinetic equation
within the Keldysh formalism. A detailed analysis of the
characteristic relaxation time obtained from the kinetic equa-
tion was given in Sec. V. An analytic expression for the
critical relaxation time was obtained in Eq. �37� and verified
in Fig. 5. As shown in the Appendix, the scaling of the re-
laxation time as a function of the temperature is related to the
critical exponents of the model �see Eq. �A5��. Finally, we
considered the quench dynamics. The kinetic equations de-
rived allow us to study the dissipative dynamics even beyond
the universal regime. We checked the scaling laws derived
and their range of validity in Figs. 9 and 11.

We remark that the method described here to obtain a
kinetic equation for the XY model, may be extended to de-
scribe the dissipative dynamics of other models that can be
mapped into fermionic degrees of freedom such as other spin
chains and ladders or certain 2d models of the Kitaev type.
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APPENDIX: FERMI GOLDEN RULE FOR THE
RELAXATION TIME

In this section we derive an expression for the critical
relaxation time using the Fermi golden rule for a generic

system interacting with a bosonic bath. Let us assume the
system-bath interaction Hamiltonian to have the form Hint
=AZ where A and Z are system and bath operator, respec-
tively. Consider a quench of the system from zero tempera-
ture to a certain finite T. The transition rate for the process of
thermalization in presence of the reservoir �B

th

� ��GS��GS��S→�B
th

� �S
th �where B and S refer to system and

bath, respectively� is

1

�
= 2��

f ,i,k
��Ef + Ek − Ei − EGS�PB

th�Ei/T� � PS
th�Ek/T�

���k, f �Hint�GS,i��2, �A1�

where i, f , and k address the bath eigenvalues and the final
state of the system, respectively, and PS�B�

th are thermal
weights. We rewrite the � function as

1
2��−�

� dte−i�Ef−Ei�te−i�Ek−EGS�t. Summing over f and i we get the
bath correlation function z�t�= �Z�t�Z�0��

1

�
= �

k
�

−�

�

dte−i�Ek−EGS�tz�t�PS
th�Ek/T���k�A�GS��2. �A2�

The time integral gives the Fourier transform of the bath
correlation function, that we parametrize as

z�E� = J�E�f�E/T� . �A3�

For instance, for a bosonic bath with spectral function J�E�
�Es we have

z�E� = �J�E��1 + nB�E/T�� E � 0

J��E��nB��E�/T� E 
 0
� .

By integrating over the k modes �setting EGS=0�, using the
critical density of states ��E��Ed/z−1, we get

1

�
�� dE��E�z�E�PS

th�E/T��AGS�E��2,

where AGS�E�= �k�E��A�GS�. Now, assuming that the low-
energy modes �that are the relevant ones at low temperature�
are coupled uniformly by the bath AGS�E��AGS�0�, we ob-
tain

1

�
�� dE Ed/z−1J�E�f�E/T�PS

th�E/T� �A4�

and finally, using for the spectral density J�E��Es and per-
forming a change in variable to x=E /T, we obtain

�−1 � Ts+d/z. �A5�
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